Experiments
(Equal Probability Randomization)

lan Lundberg
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Learning goals for today

At the end of this session, you will be able to:
1. Explain exchangeability in randomized experiments

2. Connect causal inference to sampling for population inference
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Exchangeable sampling from a population
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Exchangeable sampling from a population

Population
Outcomes

YMaria
YWwilliam
YRich
YSarah

YAIondra

YJesﬁs



Exchangeable sampling from a population

Population Randomized
Outcomes Sampling

YMaria SMaria = 1
YWwilliam Swittiam = 0
YRich SRich = 0
Ysarah Ssarah = 1

YAIondra SAlondra =0

YJesﬁs SJesﬁs =1



Exchangeable sampling from a population
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Outcomes Sampling  Outcomes

YMaria SMaria = 1 YMaria

YWwilliam Swilliam = 0
YRich SRich = 0
YSarah 5Sarah =1 YSarah

YAlondra SAlondra = 0

YJesﬁs SJesﬁs =1 YJesﬁs



Exchangeable sampling from a population

Population
Outcomes

YMaria
YWwilliam
YRich
YSarah
YAIondra

YJesﬁs

Randomized

Sampling
SMaria = 1
Swittiam = 0
Srich = 0
Ssarah = 1
Shlondra = 0
Siesis = 1

Sampled
Outcomes

YMaria

YSarah

YJesﬁs

Estimator:
Estimate the
population mean

by the sample mean

Key assumption:
Sampled and
unsampled units
are exchangeable
due to random
sampling

YLS
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Now suppose our population all participate
in a randomized experiment with
treatment (A = 1) and control (A = 0) conditions
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Exchangeable treatment assignment

Population
Potential
Outcomes

Yl\lllaria
WUET
Yl%ich

Yslarah

1
YAIondra
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Exchangeable treatment assignment

Population
Potential Randomized
Outcomes Treatment

Yl\lllaria AMaria =1
William Awitliam = 0
YRich ARrich = 0
Yslarah Asarah = 1
YAllondra AAlOndra =0

AJesﬁs =1

||ii|‘llll\||||I‘||||\||ii‘\|||||

Jesis



Exchangeable treatment assignment

Population
Potential Randomized Observed
Outcomes Treatment  QOutcomes

1 - 1

William Awilliam = 0
1
YRich ARich = 0
Y A =1 Yl
Sarah Sarah — Sarah
1
YAIondra AAlondra =0

Ajesis = 1

EI

Jesis Jests



Exchangeable treatment assignment

Population
Potential
Outcomes

y/I\:blaria
WUET
y/I%ich
y/!51arah

YAllondra

Jesis
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Randomized Observed

Treatment
AMaria = 1
Awilliam = 0
Arich =0
Asarah = 1
Aalondra = 0
Ajesis = 1

Outcomes

1
YMaria

1
YSarah

Jests

“‘iﬂl ““‘\

Estimator:

Estimate the
population mean
E(Y?!) by the
untreated sample mean

Key assumption:
Treated and
untreated units

are exchangeable
due to random
treatment assignment

YL A
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Exchangeable treatment assignment

Population
Potential Randomized Observed Estimator:
Outcomes Treatment  QOutcomes Estimate the
5 population mean
YMaria AMaria = 1 E(Y?) by the
untreated sample mean
0 _ 0
YWiIIiam Awitliam = 0 YWiIIiam
0 - 0 Key assumption:
YRich ARich = 0 YRich y P
Treated and
Y.rah Asarah = 1 untreated units
0 0 are exchangeable
YAIondra AAIondra =0 YAIondra due to random
treatment assignment
YJOesﬁs Ajesis = 1 &
YOI A
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Exchangeable treatment assignment

Population
Potential Randomized Observed
Outcomes Treatment Outcomes
Yl\lllaria Ylelaria AMaria =1
YVlViIIiam Y\(I)Villiam Awitliam = 0 Y\?Villiam
YI:?lich Yl%ch ARich = 0 Ylgich
Yslarah YSOarah ASarah =1
Yl-%londra Yglondra Aplondra = 0 Yﬁ(\Jlondra
Jesus Y.?esﬁs AJESﬁS =1
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Exchangeable treatment assignment

Causal Estimand:
(expected outcome if assigned to treatment)
— (expected outcome if assigned to control)

E(Y') —E(Y?)

Exchangeability Assumption:
Potential outcomes are independent of treatment assignment

(Yo vy 1L A

Empirical Estimand:
(expected outcome among the treated)
— (expected outcome among the untreated)

E(Y|A=1)—E(Y |A=0)
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Exchangeable treatment assignment: Proof

E(Y') —E(Y")
=E(Y'|A=1)-E(Y°|A=0)
=E(Y|A=1)—E(Y|A=0)
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Exchangeable treatment assignment: Proof

E(YY) —E(Y?)
=E(Y'|A=1)-E(Y°|A=0)
=E(Y|A=1)-E(Y|A=0) by consistency
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Exchangeable treatment assignment: Proof

E(Y") —E(Y?)
=E(Y'|A=1)—E(Y°|A=0) by exchangeability
=E(Y|A=1)-E(Y|A=0) by consistency

This is an example of causal identification:

using assumptions to arrive at an empirical quantity

(involving only factual random variables, no potential outcomes)
that equals our causal estimand if the assumptions hold

The causal estimand E(Y?!) — E(Y?) is identified by the empirical
estimand E(Y | A=1)—-E(Y | A=0)
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